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Summary

We show that Inception-v3 features are not Gaussian and hence FID is
misspecified. To remedy this problem, we model the featurized images
using Gaussian mixture models (GMMs) and compute the
2-Wasserstein distance restricted to GMMs, which we call WaM.

FID does not capture higher order moments
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Figure 1: The FID score between each pair of the distributions shown above is zero
although they are clearly different distributions. This is because FID is only defined for
Gaussians, and treats any input distribution as Gaussian, even if it is not. All that is
required for the FID score between two distributions to be zero is that their first two
moments match. Figure 1a is the only Gaussian distribution. Figures 1b and 1d are
Gaussian mixtures with two components, Figure 1c is a uniform distribution, and
Figure 1e is a Laplace distribution. In contrast, GMMs can fit these distributions easily.

Inception-v3 Features are not Gaussian
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Figure 2: Histograms showing non-Gaussianity of randomly chosen features from the
ImageNet validation dataset featurized by ResNet-18, ResNet-50, ResNeXt-101
(32×8d), and Inception-v3. They are non-negative because these features are passed
through a ReLU and then average pooled; for this reason, we have a spike around 0.

WaM - A Wasserstein-type metric on GMMs of image
features which captures higher order moments

A closed form solution for the 2-Wasserstein distance between GMMs
is not known. However, if we restrict ourselves to the relaxed problem
of only considering joint distributions over GMMs, then the resulting
2-Wasserstein distance of this new space is known [1]:

MW2
2(P,Q) = inf

γ

∫
X×X

d(x, y)2dγ(x, y)

where the infimum is over all joint distributions γ which are also GMMs.
This reduces to a discrete optimal transport problem. We use this
metric on features from Inception-v3 (and other networks) to obtain our
performance measure WaM which can capture higher order moments,
past the mean and covariance.
Since WaM and FID are on different scales, we compare the two by
seeing how much they change under certain perturbations. We define

RFID =
FIDPERT

FIDORIG
, RWaM =

WaMPERT

WaMORIG
, and R =

RFID

RWaM
.
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WaM is less sensitive to imperceptible perturbations
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Figure 3: Samples of images showing targeted perturbations which target the feature
means. The two original images above are randomly selected from a set of 50,000
images generated by BigGAN and a set of 50,000 images of the ImageNet validation
dataset. We cannot visually perceive the difference between the original and perturbed
images, despite the datasets from which they were selected clearly demonstrating a
drastic change in FID. The FID, WaM, and R values were calculated using Inception-v3.

WaM and FID perform similarly on random noise added
to semi-realistic data (BigGAN generated)

original σ = 0.01 σ = 0.05 σ = 0.1 σ = 0.2 σ = 0.5

σ = 0.01 σ = 0.05 σ = 0.1 σ = 0.2 σ = 0.5
FID(orig) 24.14 24.14 24.14 24.14 24.14
FID(pert) 24.37 27.10 33.55 51.10 114.94
WaM2(orig) 504.30 504.30 504.30 504.30 504.30
WaM2(pert) 539.54 516.75 628.68 748.65 1328.01
RFID 1.01 1.12 1.39 2.12 4.76
RWaM 1.07 1.02 1.25 1.48 2.63
R 0.94 1.10 1.11 1.43 1.81

Figure 4: R values for BigGAN-generated images using additive isotropic Gaussian
noise showing that FID is more sensitive than WaM to random noise perturbations of
generated images. The noise perturbations in this experiment are all greater in
magnitude than the targeted perturbations above. The original image on the left was
randomly selected from a set of 50,000 images generated by BigGAN. The FID, WaM,
and R values were calculated using ResNet-18.

WaM outperforms FID on random noise added to real
data (ImageNet)

original σ = 0.01 σ = 0.05 σ = 0.1 σ = 0.2 σ = 0.5

σ = 0.01 σ = 0.05 σ = 0.1 σ = 0.2 σ = 0.5
FID(orig) 3.61 3.61 3.61 3.61 3.61
FID(pert) 5.07 21.79 52.30 120.05 322.84
WaM2(orig) 208.45 208.45 208.45 208.45 208.45
WaM2(pert) 219.49 316.06 549.03 1081.28 4007.29
RFID 1.41 6.04 14.49 33.26 89.45
RWaM 1.05 1.52 2.63 5.19 19.22
R 1.34 3.98 5.50 6.41 4.65

Figure 5: R values for real images (ImageNet validation data) using additive isotropic
Gaussian noise showing that FID is significantly more sensitive than WaM to noise
perturbations of real images. The noise perturbations in this experiment are all greater
in magnitude than the targeted perturbations above. The original image on the left was
randomly selected from a set of 50,000 images of the ImageNet validation dataset. In
contrast to Figure 4, we see that FID is more sensitive to these perturbations when
the images look more realistic. The FID and WaM values were calculated using
ResNet-18.
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